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Abstract
A new computational method for reconstructing a potential from the Dirichlet-to-Neumann (DN) map at positive energy is developed. The method is based on D-bar techniques and it works in absence of exceptional points—in particular, if the potential is small enough compared to the energy. Numerical tests reveal exceptional points for perturbed, radial potentials. Reconstructions for several potentials are computed using simulated DN maps with and without added noise. The new reconstruction method is shown to work well for energy values between $10^{-5}$ and 5, smaller values giving better results.

Keywords: acoustic tomography, geophysical prospecting, reconstruction algorithm, non-local Riemann–Hilbert problem, D-bar equation, Dirichlet-to-Neumann map, exceptional points

(Some figures may appear in colour only in the online journal)

1. Introduction
Indirect measurements can often be accurately modelled using boundary value problems involving partial differential equations (PDE). The need to interpret such measurements leads to inverse problems where one aims to recover spatially varying PDE coefficients from
boundary data. Examples include electrical impedance tomography (EIT) and acoustic tomography (AT).

The nonlinearity and ill-posedness of the above kind of inverse problems call for specialized solution methods. Ideally, the methodology should provide computationally feasible instructions for reconstructing the coefficient of interest in a noise-robust way, and a regularization analysis for the result. One promising approach is the use of nonlinear Fourier transforms tailored to the problem at hand. Known as the D-bar method, it already works for EIT in practice \([19, 20, 23, 24, 29, 31, 37]\), and the theory for AT is well-known \([14, 30, 31]\). A numerical method for AT was recently presented in \([4, 5]\) where the classical and generalized scattering amplitude are computed from the measurements as a reconstruction step. In this paper we provide a new numerical implementation of the original D-bar method at positive energy, applicable to AT, where we use the nonlinear Fourier transform computed directly from measurements.

Let \(\mathbb{D} \subset \mathbb{R}^2\) be the unit disk. Consider a bounded function \(\varrho: \mathbb{D} \to (0, \infty)\), which models physical density and satisfies \(\varrho(x) \geq \varrho_0 > 0\). The pressure \(p\) satisfies the reduced acoustic equation for time-harmonic waves with frequency \(\omega\),

\[
\nabla \cdot \left( \frac{1}{\varrho} \nabla p \right) + \omega^2 \kappa p = 0 \quad \text{in} \ \Omega, \tag{1}
\]

where \(\kappa(x)\) is the compressibility and the speed of sound is given by \(c = (\kappa \varrho)^{-1/2}\). Given the boundary condition \(p = f\) on \(\partial \Omega\), the inverse problem of AT is to recover \(\varrho\) and \(\kappa\) from the Dirichlet-to-Neumann (DN) map

\[
\Lambda_{\omega,\kappa,\varrho} : \ f \mapsto \frac{1}{\varrho} \frac{\partial p}{\partial \nu}|_{\partial \Omega}. \tag{2}
\]

Assume for simplicity that \(\varrho(x) = h\) and \(\kappa(x) = k\) for all \(x\) near \(\partial \Omega\) with some positive constants \(h\) and \(k\). Define

\[
q_0 = \varrho^{1/2} \Delta \varrho^{-1/2} - (\omega^2 \kappa \varrho - E); \tag{3}
\]

note that \(\text{supp}(q_0) \subset \Omega\) since we define the energy \(E\) by

\[
E = k \cdot h \cdot \omega^2 > 0. \tag{4}
\]

The substitution \(u = \varrho^{-1/2} p\) transforms (1) into the Schrödinger equation

\[
(-\Delta + q)u = 0 \quad \text{in} \ \Omega, \tag{5}
\]

where \(u = f\) on \(\partial \Omega\) and \(q = q_0 - E\). This boundary-value-problem might be well-posed; then for any \(f \in H^{1/2}(\partial \Omega)\) it has a unique weak solution \(u \in H^1(\Omega)\). In that case we define the DN map

\[
\Lambda_q : \ H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega), \quad f \mapsto \frac{\partial u}{\partial \nu}\big|_{\partial \Omega}, \tag{6}
\]

where \(\nu\) is the unit outer normal to the boundary. More precisely for \(f, g \in H^{1/2}(\partial \Omega)\),

\[
(\Lambda_q f, g)_{\partial \Omega} = \int_{\Omega} (\nabla u \cdot \nabla v + quv)dx, \tag{7}
\]

where \(u\) is the unique weak solution for the boundary value \(f\), and \(v \in H^1(\Omega)\) with \(v|_{\partial \Omega} = g\).

As mentioned in [27] we then have
\[ \Lambda_q = \varrho^{1/2} \Lambda_{\varrho, h, k, \omega} \varrho^{1/2} - \frac{1}{2} e^{-i \varrho \partial_\nu} \]

so our assumptions imply \( \Lambda_q = h \cdot \Lambda_{\varrho, h, k, \omega} \). Assuming that \( h, k \) and \( \omega \) are known, the inverse problem of AT then takes the following form: given \( \Lambda_q \) and the energy \( E \), reconstruct the potential \( q_0 \). This is called the Gel’fand–Calderón problem posed by Gel’fand [8] and Calderón [6].

We can solve this problem using the D-bar method based of exponentially behaving complex geometric optics (CGO) solutions first introduced by Faddeev [7] and later rediscovered in the context of inverse boundary-value problems by Sylvester and Uhlmann [38]. The D-bar method is based on the boundary integral equation proved by Novikov [31], the D-bar equation discovered by Beals and Coifman [1], and the relation of the CGO solution and the potential by Novikov [30]. See Nachman [28] for a discussion of the D-bar method applied to the AT problem.

EIT and AT are related to the Gel’fand–Calderón problem by a transformation resulting to different energies: EIT is a zero-energy problem with \( E = 0 \) and AT is a positive energy problem with \( E > 0 \). In the zero-energy case in 2D, for conductivity-type potentials, Nachman [29] proved uniqueness and rigorously justified the D-bar reconstruction. The result was later generalized by Bukhgeim [3], who proved global uniqueness for general potentials at any fixed energy.

The three novelties of this paper are:

1. We create a numerical algorithm for Faddeev Green’s function for positive energy \( E > 0 \), a significant extension of the zero-energy case introduced in [36]. This is done in section 3 after which the function will be used throughout the numerical computations.

2. We investigate numerically the exceptional points which prevent the straightforward use of the D-bar method for reconstruction. This numerically complements the earlier works [16, 17, 25, 26] focusing on the zero and non-zero energy cases. The results can be found in subsection 5.2.

3. We propose a new numerical algorithm for the D-bar method at positive energy and test it to reconstruct potentials using simulated DN-maps with and without added noise. In contrast to other methods, our algorithm is able to do reconstructions at low energies. See sections 2.3 and 5.4 for comparisons with other reconstruction schemes ([3, 4, 22, 34]). The algorithm is detailed in section 4 and tested in section 5.3.

2. Preliminaries

2.1. CGOs solutions and exceptional points

Let \( q_0 \in L^\infty(\Omega) \) be real-valued, and \( E > 0 \).

Rewrite (5) and consider special exponentially growing solutions \( \psi(x, \zeta) \) of

\[ (-\Delta + q_0)\psi(\cdot, \zeta) = E\psi(\cdot, \zeta) \quad \text{in} \quad \mathbb{R}^2, \]

where \( q_0 \) is extended to the plane by zero, \( x = [x_1, x_2]^T \in \mathbb{R}^2 \) and \( \zeta = [\zeta_1, \zeta_2]^T \in \mathbb{C}^2 \) is a spectral parameter with \( \text{Im}(\zeta) \neq 0 \). The exponential behaviour is then included in the requirement

\[ e^{-i\zeta \cdot x} \psi(x, \zeta) \to \psi_0(\zeta) -1, \quad \text{as} \quad |x| \to +\infty, \]

where \( \zeta^2 = \zeta_1^2 + \zeta_2^2 \equiv E \) and \( \zeta \cdot x = x_1\zeta_1 + x_2\zeta_2 \).
The requirement \( \zeta^2 = E \) comes from the fact that for large \(|x|\) we can write \( \exp(\ii \zeta \cdot x) \) in place of \( \psi(x, \zeta) \), and the equation (8) still has to hold, giving us

\[
-\Delta e^{\ii \zeta \cdot x} = E e^{\ii \zeta \cdot x} \quad \Rightarrow \quad \zeta \cdot \zeta = E. \tag{10}
\]

If \( \zeta \in \mathbb{R}^2 \), we have a setting of a physical scattering of a particle with momentum \( \zeta \). If \( \text{Im}(\zeta) \neq 0 \), we call the solutions \( \psi(x, \zeta) \) CGOs or Faddeev-type solutions (first introduced in [7]).

In order to precisely define the CGO solutions, we first write

\[
\mu(x, \zeta) = e^{-\ii \zeta \cdot x} \psi(x, \zeta)
\]

and call it a CGO solution as well. This new function satisfies another differential equation; starting from (8) we get

\[
(-\Delta + q_0 - E)e^{\ii \zeta \cdot x} \mu(x, \zeta) = 0
\]

\[
e^{\ii \zeta \cdot x}(-\Delta - 2\ii \zeta \cdot \nabla + \zeta \cdot \zeta + q_0 - E)\mu(x, \zeta) = 0
\]

\[
(L_{\zeta} + q_0)\mu(x, \zeta) = 0,
\]

where

\[
L_{\zeta} := -\Delta - 2\ii \zeta \cdot \nabla.
\]

The Green function \( g_\zeta(x) \) of the operator \( L_{\zeta} \) is called Faddeev Green’s function and it is explicitly given by the formula

\[
g_\zeta(x) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} \frac{e^{\ii y \cdot x}}{y \cdot y + 2\zeta \cdot y} \, dy,
\]

for \( x \in \mathbb{R}^2 \) and \( \text{Im}(\zeta) \neq 0 \). Thus we define \( \mu(x, \zeta) \) as the solution of the following Lippmann–Schwinger type equation

\[
\mu(x, \zeta) = 1 - g_\zeta(x) q_0(x) \mu(x, \zeta)). \tag{12}
\]

For a given potential \( q_0 \), we call \( \zeta \in \mathbb{C}^2 \setminus \mathbb{R}^2 \) an exceptional point if and only if integral equation (12) does not admit a unique solution in \( L^\infty(\mathbb{R}^2) \).

When \( \text{Im}(\zeta) = 0 \), formula (11) and equation (12) make no sense; however, the following limits can be defined:

\[
\psi_\gamma(x, \zeta) = \psi(x, \zeta + \ii \Omega), \quad g_\gamma(x) = g_{\zeta+\ii \Omega}(x), \tag{13}
\]

\[
\mu_\gamma(x, \zeta) = \mu(x, \zeta + \ii \Omega), \tag{14}
\]

where \( \zeta, \gamma \in \mathbb{R}^2, \zeta^2 = E, \gamma^2 = 1 \) and \( f(\zeta + \ii \Omega) = \lim_{\Omega \to 0} f(\zeta + \ii \Omega) \).

Following [14], we make the change of variables

\[
z = x_1 + \ii x_2, \quad \lambda = \frac{\zeta_1 + \ii \zeta_2}{\sqrt{E}}, \quad \zeta = \begin{bmatrix} \frac{1}{\lambda} + \frac{1}{\sqrt{2}} \frac{\sqrt{E}}{2} \\ \frac{1}{\lambda} - \frac{1}{\sqrt{2}} \frac{\sqrt{E}}{2} \end{bmatrix}.
\]

We call the new parameter \( \lambda \) also the spectral parameter. Depending on whether we use \((x, \zeta)-\) or \((z, \lambda)-\)notation, in place of \( \psi(x, \zeta), \mu(x, \zeta) \) and \( g_\zeta(x) \) we write \( \psi(z, \lambda), \mu(z, \lambda) \) and \( g_{\lambda}(z) \) respectively, even if the energy is then omitted. In the numerical part of the paper we clearly indicate which energy level we are using in different numerical tests.
Let $\lambda = r \exp(i\theta)$. Rewriting (15) gives

$$\zeta = \frac{\sqrt{E}}{2} \left( \left( r + \frac{1}{r} \right) \cos(\theta) + i \left( r - \frac{1}{r} \right) \sin(\theta) \right).$$

(16)

It is easy to see that $r \to 1$ implies $\text{Im}(\zeta) \to 0$, meaning that the CGO solution goes to the limit of physical scattering. For $|\lambda| = 1 (r = 1)$ we then define:

$$\psi_+^z(z, \lambda) = \psi(z, \lambda(1 \mp 0)), \quad \mu_+^z(z, \lambda) = \mu(z, \lambda(1 \mp 0)), \quad (17)$$

$$g_+^z(z) = g_{0(1 \mp 0)}(z), \quad (18)$$

where $f(1 \mp 0) = \lim_{\epsilon \to 0^+} f(1 \pm \epsilon)$.

### 2.2. The D-bar equation and the boundary integral equation

All of the following is included in the papers [31, 32] and the survey [13] with different notation. Recall our assumptions of $q_0$ to be real valued and $E > 0$.

Define the differential operators

$$\partial_w = \frac{1}{2} (\partial_{w_1} - i \partial_{w_2}), \quad \bar{\partial}_w = \frac{1}{2} (\partial_{w_1} + i \partial_{w_2}),$$

where $w = w_1 + i w_2$, and the exponential functions

$$e_{-\lambda}(z) := \exp \left( \frac{-i\sqrt{E}}{2} (1 + \frac{1}{\lambda \bar{\lambda}})(z \bar{X} - \bar{z} \lambda) \right),$$

$$e_{\lambda}(z) := \exp \left( \frac{i\sqrt{E}}{2} (1 + \frac{1}{\lambda \bar{\lambda}})(z \bar{X} + \bar{z} \lambda) \right).$$

(19)

(20)

For $\zeta \in C \setminus R^2$ with $\zeta^2 = E$, not an exceptional point, we can define, for the corresponding $\lambda$, the non-physical scattering transform by

$$t(\lambda) = \int_C e_{\lambda}(z) q_0(z) \mu(z, \lambda) d\text{Re}z \ d\text{Im}z,$$

(21)

here $d\text{Re}z \ d\text{Im}z$ stands for the standard Lebesgue measure on the plane, i.e. $dx_1 \ dx_2$, since $z = x_1 + i x_2$. We have the following symmetry that we will use later:

$$t(1/\bar{\lambda}) = t(\lambda).$$

(22)

Further, we define the functions $h_{\pm}$,

$$h_{\pm}(\lambda, X, E) = \left( \frac{1}{2\pi} \right)^2 \int_C \exp \left[ - \frac{i}{2} \sqrt{E} (Xz + z/X) \right] \times q_0(z) \psi_{\pm}^z(z, \lambda) d\text{Re}z \ d\text{Im}z,$$

(23)

for $|\lambda| = |X| = 1$. It is also useful to introduce the following auxiliary functions $h_1, h_2$,

$$h_1(\lambda, X) = \chi_+ \left[ - \frac{1}{i} \left( \frac{X}{\lambda} - \frac{\lambda}{X} \right) \right] h_+(\lambda, X)$$

$$- \chi_- \left[ \frac{1}{i} \left( \frac{X}{\lambda} - \frac{\lambda}{X} \right) \right] h_-(\lambda, X),$$

(24)
\[ h_2(\lambda, \chi) = \chi_+ \left[ -\frac{1}{i} \left( \frac{X}{\lambda} - \frac{\lambda}{X} \right) \right] h_-(\lambda, \chi) \]
\[ - \chi_+ \left[ -\frac{1}{i} \left( \frac{X}{\lambda} - \frac{\lambda}{X} \right) \right] h_+(\lambda, \chi), \]  
(25)

where \( \chi_+ \) is the Heaviside step function, and \( \rho \), solution of the following integral equations,

\[ \rho(\lambda, \chi) + \pi i \int_{|\lambda'|=1} \rho(\lambda, \lambda') \chi_+ \left[ \frac{1}{i} \left( \frac{\lambda'}{\lambda} - \frac{\lambda}{\lambda'} \right) \right] \times h_+(\lambda', \chi) d|\lambda'| = -\pi i h_1(\lambda, \chi), \]  
(26a)

\[ \rho(\lambda, \chi) + \pi i \int_{|\lambda'|=1} \rho(\lambda, \lambda') \chi_+ \left[ -\frac{1}{i} \left( \frac{\lambda'}{\lambda} - \frac{\lambda}{\lambda'} \right) \right] \times h_2(\lambda', \chi) d|\lambda'| = -\pi i h_2(\lambda, \chi), \]  
(26b)

for \( |\lambda| = |\chi| = 1 \). Here and throughout the paper, \( d|\lambda'| \) (or later \( d|\chi'| \)) stands for the surface measure on \( \lambda, \chi \in \mathbb{C}: |\lambda| = 1 \).

The function \( \mu \) satisfies the following non-local Riemann–Hilbert problem (NLRH) (see [14] and [32]). We have:

\[ \tilde{\partial}_\lambda \mu(z, \lambda) = \text{sgn}(1/|\lambda| - 1) \frac{t(\lambda)}{4\pi |\lambda|} e^{-\lambda(z)} \mu(z, \lambda), \]  
(27)

for \( \lambda \) not an exceptional point and \( |\lambda| \neq 1 \),

\[ \mu_+(z, \lambda) = \mu_-(z, \lambda) + \int_{|\lambda|=1} \rho(\lambda, \chi, z) \mu_-(\lambda, \chi) d|\chi|, \]  
(28)

for \( |\lambda| = 1 \), where

\[ \rho(\lambda, \chi, z) = \rho(\lambda, \chi) \exp \left[ \frac{i\sqrt{E}}{2} \left( (\chi - \lambda) \bar{z} + \left( \frac{1}{\chi} - \frac{1}{\lambda} \right) \bar{z} \right) \right]. \]  
(29)

In addition we have

\[ \lim_{|\lambda| \to \infty} \mu(z, \lambda) = 1, \]  
(30)

\[ \mu(z, \lambda) = 1 + \frac{\mu_\infty(z)}{\lambda} + O \left( \frac{1}{|\lambda|} \right), \quad \text{for } |\lambda| \to \infty, \]  
(31)

\[ q_0(z) = 2i\sqrt{E} \tilde{\partial}_\lambda \mu_\infty(z). \]  
(32)

Define the operators

\[ \mathcal{C}: \quad C f(z, \lambda) = \frac{1}{\pi} \int_{|\chi| = 1} f(\lambda', w) \chi_+ \frac{d\chi'}{w - \lambda}, \]  
(33)

\[ \mathcal{T}: \quad T f(z, \lambda) = \text{sgn}(1/|\lambda| - 1) \frac{t(\lambda)}{4\pi |\lambda|} e^{-\lambda(z)} \tilde{f}(z, \lambda), \]  
(34)

\[ \mathcal{M}: \quad M f(z, \lambda) = \frac{1}{2\pi i} \int_{|\chi| = 1} \frac{d\chi}{w - \lambda} \int_{|\chi'| = 1} \rho(\chi, \lambda', z) f_+(\lambda, \chi') d|\chi'|, \]  
(35)
where \( f_\epsilon(z, \lambda) \) is the limit of \( f(z, \lambda) \) when \( |\lambda| \to 1 \) as defined in (17). By applying the Cauchy–Green formula to (27) and (28) the CGO solution \( \mu(z, \lambda) \) satisfies the integral equation

\[
\mu(z, \lambda) = 1 - (CT - \mathcal{M})\mu(z, \lambda),
\]

(36)

where for each fixed \( z' \in \Omega \) we can solve \( \mu(z', \lambda) \).

We now review the reconstruction scheme to obtain the scattering data \( t(\lambda) \) and \( h_d(\lambda, \lambda') \) from the DN data.

Define the operators

\[
(S_\lambda \phi)(z) = \int_{\partial\Omega} G_\lambda(z - y) \phi(y) ds(y), \quad G_\lambda(z) = \frac{e^{i\lambda z - \frac{1}{2} z^2}}{\sqrt{\pi}},
\]

(37)

for \( \lambda \in \partial\Omega \), \( |\lambda| = 1 \) and

\[
(S_\lambda^+ \phi)(z) = \int_{\partial\Omega} G_\lambda^+(z - y) \phi(y) ds(y), \quad G_\lambda^+(z) = \frac{e^{i\lambda z + \frac{1}{2} z^2}}{\sqrt{\pi}},
\]

(38)

for \( \lambda \in \partial\Omega \), \( |\lambda| = 1 \). The CGO solutions \( \psi(z, \lambda) \) and \( \psi_\lambda(z, \lambda) \) satisfy the boundary integral equations [31]

\[
(I + S_\lambda(\Lambda_q - \Lambda_{-E}))\psi(z, \lambda)|_{\partial\Omega} = e^{i\lambda z - \frac{1}{2} z^2}|_{\partial\Omega}, \quad \text{for } |\lambda| = 1 \text{ (non-exceptional)},
\]

(39)

\[
(I + S_\lambda^+(\Lambda_q - \Lambda_{-E}))\psi_\lambda(z, \lambda)|_{\partial\Omega} = e^{i\lambda z + \frac{1}{2} z^2}|_{\partial\Omega}, \quad \text{for } |\lambda| = 1,
\]

(40)

where the DN-map \( \Lambda_{-E} \) corresponds to the potential \( q_0 = 0 \). In conjunction we have

\[
t(\lambda) = \int_{\partial\Omega} e^{i\lambda z - \frac{1}{2} z^2}(\Lambda_q - \Lambda_{-E})\psi(z, \lambda)|dz|, \quad \text{for } |\lambda| = 1 \text{ (non-exceptional)},
\]

(41)

\[
h_d(\lambda, \lambda') = \frac{1}{(2\pi)^2} \int_{\partial\Omega} e^{-i\lambda z - \frac{1}{2} z^2}(\Lambda_q - \Lambda_{-E})\psi_\lambda(z, \lambda)|dz|,
\]

(42)

for \( |\lambda| = |\lambda'| = 1 \), where \( |dz| \) stands for the surface measure on \( \partial\Omega \).

Thus we have the necessary steps to reconstruct the potential \( q_0 \) from the DN-map \( \Lambda_q \), namely:

1. Solve \( \psi(z, \lambda)|_{\partial\Omega} \) and \( \psi_\lambda(z, \lambda)|_{\partial\Omega} \) from the boundary integral equations (39) and (40), respectively.
2. Compute the scattering transforms \( t(\lambda) \) using (41) and \( h_d(\lambda, \lambda') \) using (42).
3. Compute \( \rho(\lambda, \lambda') \) solving one of the equations (26).
4. Choose a reconstruction point \( z' \) and solve \( \mu(z', \lambda) \) from (36).
5. Compute \( q_0(z') \) from (32).

We will restrict the class of potentials to those with small (classical) fixed-energy scattering amplitude, i.e. small \( \rho \). A potential such that \( \rho \equiv 0 \) is said to be transparent and it is well known that there are no non-zero compactly supported transparent potentials [30]. However, since the scattering transform \( t \) is related to \( \rho \) by analytic continuation techniques (see [32, section 7]), its size (as well as the size of the related potential), roughly speaking, can be large even for small \( \rho \). Thus, for potentials with small \( \rho \) the algorithm is simplified by assuming \( \rho \equiv 0 \) and using only the term \( t \). We quantify the error in lemma 2.1. See [15] for more discussions about transparent potentials and [9–12] for the similar phenomenon of invisibility.

Thus, we will use the following algorithm:

1. Solve \( \psi(z, \lambda)|_{\partial\Omega} \) from the boundary integral equations (39).
(2) Compute the scattering transform $t(\lambda)$ using (41).

(3) Choose a reconstruction point $z'$ and solve $\mu(z', \lambda)$ from (36) without the term $M$.

(4) Compute an approximation $q_0(z')$ of $q_0(z')$ using (32).

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^2$ be a open bounded domain with $C^2$ boundary and let $q_0 \in W^{m,1}(\Omega)$, real-valued, with $\text{supp}(q_0) \subset \Omega$ and $m \geq 3$. Assume that $\|q_0\|_{m,1} \leq N$ and that $E > E_0(N, \Omega)$ is sufficiently large (in particular there are no exceptional points). Let $t$ be the scattering transform defined in (21) and $\rho$ be the function defined in (26a). Let $\tilde{q}_0$ be the potential obtained solving the NLHM problem (27), (28) with scattering data given by $t$ and $\rho \equiv 0$. Then there is a constant $C = C(\Omega, N, m) > 0$ such that

$$\|q_0 - \tilde{q}_0\|_{L^\infty(\Omega)} \leq C(\Omega, N, m) E \|\rho\|_{L^1(\mathbb{R}^2)},$$

where $T = \{ \lambda \in \mathbb{C}; |\lambda| = 1 \}$.

The proof of lemma 2.1 is given at the end of this section.

**Remark 2.2.** We want to underline that the assumptions made on the potential and the energy are needed for a rigorous justifications of our method. Numerical results presented in section 5 strongly suggest that our algorithm performs well at low energies for any $L^\infty$ potential (in absence of exceptional points). See also section 2.3 for more discussions about the energy.

We will now give an interpretation of our algorithm in the Born approximation. Let $E > 0$ be fixed and consider the classical scattering amplitude $f(k, l)$, $k, l \in \mathbb{R}^2$ with $k^2 = l^2 = E$ (see for instance [32, (1.3a)] for a definition). From [32, theorem 5.2, proposition 5.1] $f, h_\pm$, and $\rho$ are connected through integral equations and, roughly speaking, they contain the same information on a potential $q_0$. Assuming the Born approximation, i.e. $\|q_0\|_{L^\infty(\Omega)} \leq E$, we have that $f(k, l) \approx \mathcal{F}[q_0](k - l)$, where $\mathcal{F}$ is the 2D Fourier transform. Thus the classical scattering amplitude $f(k, l)$ at fixed energy $E > 0$, or equivalently $\rho(\lambda, l)$, determines $\mathcal{F}[q_0](p)$ for $|p| \leq 2\sqrt{E}$. Under the same assumptions, the non-physical scattering transform $t(\lambda)$ determines $\mathcal{F}[q_0](p)$ for $|p| \geq 2\sqrt{E}$. In particular, in section 4.3 we will consider a truncated scattering transform $t_R$, which is 0 for $|\lambda| < 1/R$ and $|\lambda| > R$, for $R > 1$, and equal to $t$ otherwise. In the Born approximation, $t_R$ determines $\mathcal{F}[q_0](p)$ for $2\sqrt{E} \leq |p| \leq \sqrt{E \left( R + \frac{1}{R} \right)}$. Intuitively, the proposed algorithm allows the reconstruction of the Fourier transform of a potential in the annulus $2\sqrt{E} \leq |p| \leq \sqrt{E \left( R + \frac{1}{R} \right)}$: thus it provides good results for data acquired at fixed energy $E$ far from 0 and $+\infty$.

In section 4 we give a more detailed numerical algorithm for this reconstruction procedure.

### 2.3. Related work

A reconstruction algorithm for the Gel’fand–Calderón problem at fixed positive energy was proposed by Novikov and one of the authors in [34] (see [4, 5] for numerical results). This algorithm and the one presented in this paper have similar theoretical background but present several differences:

- In the algorithm of [34], only the scattering function $\rho$ (or $h_\pm$) is reconstructed from the DN map and used in the solution of the Riemann–Hilbert problem. In the present paper we use only the scattering transform $t$. 
• The algorithm in [34] is Lipschitz stable with an error term depending on the energy. Our proposed algorithm is logarithmic stable, with an error quantified by lemmas 2.1 and 4.1. Concerning speed, the most computationally expensive steps in the algorithm in [34] are two 1D linear integral equations, while in our method they are a 1D linear integral equation and a $\bar{\partial}$-equation (2D linear integral equation). The former algorithm is then faster than the latter.

• Both algorithms, to be rigorously justified, need the energy to be sufficiently large with respect to the $L^\infty$ norm of the potential. But numerical evidences show that they perform well in different energy ranges: the algorithm in [34] at high energies, while the present one at low energies. In figure 16 we present a numerical comparison of the two algorithms at different fixed energies: it is clear that at low energies our method provides better reconstructions. Along with the results of figures 16 and 17 we conjecture that for potentials $q_0$ such that $\|q_0\|_{L^\infty(\Omega)} = 1$ our method performs well, when $10^{-5} \leq E \leq 5$.

In conclusion, despite our method present several disadvantages with respect to the one proposed in [34], it is, as far as we know, the only known algorithm producing good reconstructions at low positive energies.

Other reconstruction algorithms for this problem have been proposed. The fundamental paper [3] provides a reconstruction method without any assumptions on the energy; this algorithm is less stable than the one presented in this paper, since it is based on properties of generalized scattering data for only large complex parameters.

Very recently, in the preprint [22] a new global reconstruction method was proposed (without any assumptions on the energy). This method is based on a generalization of the Riemann–Hilbert problem introduced in section 2.2, which is able to deal with the presence of exceptional points.

To our knowledge, no numerical studies based on [3] or [22] have been presented yet.

**Proof of lemma 2.1.** Thanks to the assumptions on the potential and the energy, the NLHLM problem (27), (28) is solved with scattering data $(t, \rho)$ and $(t, 0)$ (see [32, theorems 6.1 and 6.2] for a proof). Estimate (43) is a direct consequence of technical results of [35] used to prove a stability estimate for this problem. We can repeat the arguments of [35, section 4] in order to obtain the equality [35, identity (4.12)]

$$q_0(z) - q_0(\z) = 2i\sqrt{E}(A - \bar{A} + B - \bar{B} + C - \bar{C}),$$

(44)

where $A, \bar{A}, B, \bar{B}, C, \bar{C}$ are constructed as $A, B, C$ in [35, section 4] with $\text{sgn}(|\lambda|^2 - 1) \frac{t(\lambda)}{4\pi\lambda}$ instead of $r(\lambda)$, and with $\rho$ and 0 instead of $\rho$, respectively. In [35, section 5] the right-hand side of (44) is estimated in terms of scattering data. Since both potentials are reconstructed from the same non-physical scattering transform $t$, we have that $A - \bar{A} \equiv 0$ (this follows from the estimate after [35, estimate (5.6)]). For the same reason, from the estimate after [35, estimate (5.8)] we have

$$|B - \bar{B}| \leq c(\Omega, N, m) \sqrt{E} \|\rho\|_{L^2(\gamma)},$$

(45)

and for $C - \bar{C}$ the same argument gives

$$|C - \bar{C}| \leq c(\Omega, N, m) \sqrt{E} \|\rho\|_{L^2(\gamma)}.$$
3. Computation of the Faddeev Green’s function for positive energy

As in the previous section, we will identify the plane \( \mathbb{R}^2 \) as the complex plane by writing \( x = [x_1, x_2]^T \in \mathbb{R}^2, \quad z = x_1 + ix_2 \in \mathbb{C}. \)

Recall also the transformation (15) between \( \lambda \) and \( \zeta \) parameters.

We need a numerical algorithm for the Faddeev Green’s function \( g_\lambda(z) \) for any point \( |z| \leq 2 \) and any \( \lambda \) with \( |\lambda| > 1 \), see the symmetry (22).

We remark that in the case \( E_0 \cdot z = 0 \) and \( \text{Im}(\zeta) = 0 \) the numerical computation of \( g_\zeta(z) \) was first presented in [36] and then used in the context of the inverse conductivity problem in [37]. The method was later refined in [18]. This approach is based on implementing appropriate numerical integrations depending on the location of the evaluation point \( z \). The zero-energy computation can also be simply implemented using [2, formula (3.10)] and Matlab’s built-in exponential-integral function: \( g = \exp(-1i\zeta) \cdot \text{real}(\expint(-1i\zeta)) / (2\pi). \)

The Faddeev Green’s function \( g_\lambda(z) \) for positive energy has similar scaling and rotational properties as in the zero energy case. However, our approach is based on \( g_\zeta(z) \), \( \zeta \cdot \zeta = E > 0 \): the main reason is that we can use residue calculus to compute simpler formulas in a similar way to [36]. When using the \( \zeta \) parameters, the scaling and rotational properties will be employed differently from the zero-energy case. Thus the formulas obtained in this section cannot be directly obtained from [18, 36, 37] and this region-based method has to be modified.

Recall the formula (11),
\[
g_\zeta(z) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} e^{iyz} y \cdot y + 2\zeta \cdot y \, dy.
\]

The following relations can be seen.

**Lemma 3.1.** Let \( \alpha \in \mathbb{R} \setminus \{0\} \), \( R \) a rotational matrix with \( \det(R) = 1 \) and \( R\zeta = R(\text{Re}(\zeta)) + iR(\text{Im}(\zeta)) \). Then the Faddeev Green’s function \( g_\zeta(z) \) with \( \zeta \cdot \zeta = E > 0 \) satisfies
\[
g_\zeta(\alpha z) = g_{\alpha\zeta}(z),
\]
\[
g_\zeta(Rz) = g_{R^{-\zeta}}(z),
\]
\[
g_\zeta\left(\begin{bmatrix} -x_1 \\ x_2 \end{bmatrix}\right) = g_{-\zeta}(z),
\]
\[
g_\zeta\left(\begin{bmatrix} x_1 \\ -x_2 \end{bmatrix}\right) = g_{\zeta}(z),
\]
\[
g_\zeta(z) = g_{\bar{\zeta}}(-z).
\]

We can use the rotation relation (48) to reduce \( \zeta \) to the form
\[
\zeta = \begin{bmatrix} k_1 \\ 0 \end{bmatrix} + i\begin{bmatrix} 0 \\ k_2 \end{bmatrix}, \quad |k_1| > k_2 > 0.
\]
For this reduced $\zeta$, using relations (51) and (50) we have

$$g_{\zeta}(-z) = g_{\zeta}(z) = g_{\zeta}\left(\begin{array}{c}
\frac{x_1}{-x_2}
\end{array}\right),$$

which results to a switching relation

$$g_{\zeta}\left(\begin{array}{c}
-\frac{x_1}{x_2}
\end{array}\right) = g_{\zeta}\left(\begin{array}{c}
\frac{x_1}{x_2}
\end{array}\right).$$

The strategy for computing $g_{\zeta}(z)$ is now the following:

1. Use (15) to compute $\zeta$ from $\lambda$.
2. Find the rotational matrix $R$ that satisfies $R(\text{Im}(\zeta)) = [0, k_2]^T$ for some $k_2 > 0$; then write

$$g_{\zeta}(z) = g_{R^{-1}R_0}(z) = g_{R_0}(Rz),$$

where $R\zeta$ is in the reduced form (52).
3. The smaller $|z|$ the more computational problems we have as will be seen later. Thus, for very small $|z|$ we use a method of single layer potential described in section 3.2. Further, use relation (47) to scale points outwards and relation (53) to switch from $x_1 < 0$ to $x_1 \geq 0$.
4. Use computational domains to compute $g_{\zeta}(z)$ for reduced $\zeta$ and $z$ with $x_1 \geq 0$. It takes some analysis to find suitable computational domains for the last step.

Assume we have the reduced $\zeta$ of (52) and the switched $z = x_1 + i x_2$ with $x_1 \geq 0$. Write $t = y_1 + k_1, a = (y_2 + k_2 i)^2 - E$ and subsequently the denominator of the integrand in (11) as

$$y \cdot y + 2y \cdot \zeta = y_1^2 + y_2^2 + 2y_1k_1 + 2y_2k_2i$$

$$= (y_1 + k_1)^2 + (y_2 + k_2 i)^2 - E$$

$$= t^2 + a$$

$$= (t + i \sqrt{a})(t - i \sqrt{a}).$$

We define the square root in the same way MATLAB calculates it by default, that is for a complex number $z = r \exp(i \theta), 0 \leq \theta < 2\pi, r \geq 0$ the square root is

$$\sqrt{z} = \begin{cases}
\sqrt{r}e^{i\theta/2}, & 0 \leq \theta \leq \pi, \\
\sqrt{r}e^{-i(2\pi - \theta)/2}, & \pi < \theta < 2\pi.
\end{cases}$$

This way the square root has the following properties: for any $z \in \mathbb{C}$ we have

$$\text{Re}(\sqrt{z}), \geq 0,$$

$$\sqrt{z} = \overline{\sqrt{z}}.$$ (55)

The numerator of the integrand in (11) becomes

$$e^{iy\zeta} = e^{i(y_1(t-k_1)+y_2k_2)}$$

$$= e^{i(y_2x_1-x_1k_2)} e^{i(t-k_1)}.$$ 

The integral in (11) is thus transformed into

$$\int_{\mathbb{R}^2} \frac{e^{iyz}}{y \cdot y + 2y \cdot \zeta} \, dy = \int_{-\infty}^{\infty} e^{i(x_1y_1-x_1k_2)} \left(\int_{-\infty}^{\infty} \frac{e^{it}}{(t+i\sqrt{a})(t-i\sqrt{a})} \, dt\right) \, dy_2.$$
The integral over the real parameter $t$ is complexified with $w = w_R + iw_I \in \mathbb{C}$ and we write

$$f(w) = \frac{e^{iw} e^{ia(w-i\sqrt{a})}}{(w + i\sqrt{a})(w_i - i\sqrt{a})}.$$  \hspace{1cm} (56)

The poles of the function $f(w)$ are $\pm i\sqrt{a}$, where

$$a = (y_2 + k_2^2)^2 - E = y_2^2 - k_2^2 + 2y_2k_2i.$$  

It follows from our definition of $\sqrt{a}$ that

- when $y_2 > 0$, $a$ is in the upper half plane, so $i\sqrt{a}$ is in quadrant 2 and $-i\sqrt{a}$ in quadrant 4 
  (note, that $k_2 > 0$), and
- when $y_2 < 0$, $a$ is in the lower half plane, so $i\sqrt{a}$ is in quadrant 1 and $-i\sqrt{a}$ in quadrant 3.

When $w_I, x_I \geq 0$ we have

$$|f(w)| \to 0, \text{ as } |w| \to \infty.$$  

We choose the integration path

$$\Gamma = [-R, R] \cup \{ R \exp(i\theta) : 0 \leq \theta \leq \pi \},$$

so when $R \to \infty$ the pole $w = i\sqrt{a}$ is inside the path. Using residue calculus we get

$$\int_{R \subset \mathbb{C}} f(w) dw = \int_{\Gamma} f(w) dw = 2\pi i \lim_{w \to i\sqrt{a}} f(w)$$

$$= 2\pi i \lim_{w \to i\sqrt{a}} \frac{e^{i\sqrt{a}}}{i\sqrt{a}} = 2\pi i \frac{e^{i\sqrt{a}}}{i\sqrt{a}} = \frac{e^{-a^{1/2}}}{\sqrt{a}}.$$  

Thus

$$g_\chi(z) = \frac{1}{(2\pi)^2} \left( \int_{-\infty}^{0} e^{i(x_2^2 - y_2^1)\pi} \frac{e^{-a^{1/2}}}{\sqrt{a}} dy_2 + \int_{0}^{\infty} e^{i(x_2^2 - y_2^1)\pi} \frac{e^{-a^{1/2}}}{\sqrt{a}} dy_2 \right)$$

$$= \frac{1}{4\pi} e^{-y_2^1k_2} \left( \int_{0}^{\infty} e^{-i(x_2^2^1 - y_2^1)\pi} \frac{e^{-a^{1/2}}}{\sqrt{a}} dy_2 + \int_{0}^{\infty} e^{i(x_2^2^1 - y_2^1)\pi} \frac{e^{-a^{1/2}}}{\sqrt{a}} dy_2 \right).$$

Because of (54) we have

$$e^{-y_2^1k_2} \frac{e^{-a^{1/2}}}{\sqrt{a}} = e^{i(x_2^1y_2^1)} \frac{e^{-a^{1/2}}}{\sqrt{a}},$$

and so the following formula is obtained.

Lemma 3.2. For $x_I \geq 0$,

$$g_\chi(z) = \frac{1}{2\pi} e^{-y_2^1k_2} \Re \left( \int_{0}^{\infty} e^{i(x_2^1)\pi} \frac{e^{-y_2^1(t + k_2^2) - E}}{\sqrt{(t + k_2^2) - E}} dt \right).$$  \hspace{1cm} (57)

We want to numerically compute the integral of (57). We can only compute up to a finite limit, say from 0 to $T$. Two problems might occur, the integrand either converges slowly, meaning we have to take $T$ very large, or the integrand might oscillate fast, meaning we have
to take a great number of integration points in \([0, T]\). We see that problematic situations in using (57) arise when \(|x_2|\) is large (oscillation), \(x_1\) is small (convergence) and when \(k_2\) is large (oscillation). When \(x_1\) is large we have oscillation, but also better convergence, meaning (57) is usable.

Also worth noting is that when \(\lambda\) is close to one, then \(k_2\) is close to zero and the poles \(\pm i\sqrt{\alpha}\) are close to the integration path \(\Gamma\) causing numerical problems.

These observations lead to additional versions of formula (57), used by the different computational domains. Write

\[ g(w) = e^{i\alpha x_1}e^{-\frac{x_1+i\pi}{\sqrt{\alpha}}}, \quad a = (w + k_2i)^2 - E, \quad w = w_1 + iw_2 \in \mathbb{C}, \]

and consider the complexified integral \(\int_{\mathbb{R}^+} g(w)dw\) of (57). We have

\[ e^{i\alpha x_1} = e^{i\alpha x_1}e^{-\alpha x_1}, \]

so when \(x_2, w_2 \geq 0\) or \(x_2, w_2 < 0\) we have

\[ |g(w)| \to 0 \text{ as } |w| \to \infty. \quad (58) \]

This is because the numerator \(\exp(-x_1\sqrt{\alpha})\) converges to zero, since \(x_1 \geq 0\) and (54) holds. The branch points of \(g(w)\) are \(\pm \sqrt{E} - k_2i\).

**Lemma 3.3.** Let \(x_1 \geq 0\) and \(x_2 \geq 0\), then

\[ g_c(z) = \frac{1}{2\pi}e^{-i\alpha k} \text{Re} \left\{ \int_0^\infty e^{-x_1 + \frac{t^2}{z^2} + 2at}{\sqrt{t^2 + k_1^2 + 2tk_2}} dt \right\}. \quad (59) \]

**Proof.** We choose the integration path

\[ \Gamma_1 = [0, R] \cup \{R \exp(i\theta) : 0 \leq \theta \leq \pi/2\} \cup \{iR(1-t) : 0 \leq t \leq 1\}. \]

We have \(\int_{\Gamma_1} g(w)dw = 0\), since \(g(w)\) is analytic in the first quadrant. Because of (58) we then have

\[ \int_{\mathbb{R}^+} g(w)dw = -\int_0^\infty g(i\theta)dr = \int_0^\infty e^{-x_1 \sqrt{t^2 + 2E}} dt. \]

The integrand in (59) converges to zero quickly for large \(x_2\) and has high oscillation for large \(x_1\).

**Lemma 3.4.** Let \(x_1 \geq 0\) and \(x_2 < 0\), then

\[ g_c(z) = \frac{1}{2\pi}e^{-i\alpha k} \text{Re}(I_1 - i e^{i(z+1)x_1}) \int_0^\infty e^{x_1}e^{-\frac{t^2}{\sqrt{b}}} \sqrt{b} dt, \quad (60) \]

where \(\int_0^{\sqrt{E}+1} g(t)dt\) and \(b = (\sqrt{E} + 1 + (k_2 - i)j)^2 - E\).
Proof. Define the paths
\[ P_1 = [0, \sqrt{E} + 1], \]
\[ L_1 = [\sqrt{E} + 1 - iR \mathbb{R}: 0 \leq t \leq 1], \]
\[ L_2 = [\sqrt{E} + 1 + R \exp(i\theta): \frac{3}{2} \pi \leq \theta \leq 2\pi], \]
\[ L_3 = [\sqrt{E} + 1 + (1 - t)R: 0 \leq t \leq 1]. \]
The branch point $\sqrt{E} - k_2 i$ is avoided by integrating along $\Gamma_2 = P_1 \cup (L_1 \cup L_2 \cup L_3)$, where $g(w)$ is analytical inside the loop $L_1 \cup L_2 \cup L_3$, and $|g(w)| \to 0$ on the circle $L_2$ as $R \to \infty$. Thus
\[ \int_{\mathbb{R}^2} g(w) dw = I_1 + \int_{0}^{\infty} g(\sqrt{E} + 1 - it)(-i) dt, \]
where
\[ \int_{0}^{\infty} g(\sqrt{E} + 1 - it)(-i) dt = \int_{0}^{\infty} e^{(\sqrt{E} + 1)x_2} e^{it\varphi} \frac{e^{-t_1 \sqrt{E}}}{\sqrt{b}} (-i) dt. \]

The integrand in (60) converges to zero quickly for large $|x_2|$ and has high oscillation for large $x_1$.

3.1. Choosing upper limits for the integrals

Write $g^{(i)}_{\zeta}$, $g^{(2)}_{\zeta}$ and $g^{(3)}_{\zeta}$ for the finite integrals for (57), (59) and (60) respectively. We need to choose the upper limits $T_i$, $i = 1, 2, 3$. There will be numerical error caused by the neglected part of the integral and the numerical integration method used. It is decided to simply require
\[ |g^{(i)}_{\zeta} - g^{(i)}_{T_i}| < 10^{-8}. \] (61)
The error induced by the numerical integration method is assumed not to be dependant on $\lambda$ or $\zeta$. For $g^{(i)}_{T_i}$, the integration range $[0, T_i]$ is divided into $M_i$ points (with $g^{(i)}_{T_i}$ there is also the additional integral $I_1$) and the Gaussian quadrature is used. The integers $M_i$ are chosen large enough so that for any integer $M > M_i$ the first eight digits are not changing in the numerical value of $g^{(i)}_{\zeta}$ ($z$). In this test the choice of $z$ has only a minor effect, it is done by choosing the ‘worst’ possible point for any given computational domain; for example, for $g^{(3)}_{\zeta}(z)$ using $z = [1, 1]$ the integrand has more oscillation than with the point $z = [1, 0]$, and thus needs a larger parameter $M_1$.

Finding $T_i$ is a bit cumbersome. The following proposition guarantees us the error requirement (61).

Proposition 3.1. Choose
\[ T_1 = \max \left\{ \frac{14 \cdot 2^{1/4}}{x_1 c_1}, 2k_1 \right\}, \] (62)
\[ T_2 = \frac{14}{x_2}. \] (63)
\[ T_3 = \frac{14}{c_2 x_1 - x_2} + k_2, \tag{64} \]

where \( c_1, c_2 \) are constants depending on \( k_1 \) and \( k_2 \). Then
\[ |g_\zeta(z) - g_\zeta^T(z)| < 10^{-8}, \quad i = 1, 2, 3. \]

**Proof.** In (57) we have the term \( a \) and
\[ |\sqrt{a}| = \sqrt{(t^2 - k_2^2 - E) + 2k_2 t i} = \sqrt{(t^2 - k_1^2)^2 + 4k_2^2 t^2}^{1/4} \]
\[ = \frac{t - 2k_2^{1/2} + k_1^2 + 4k_2^2 t^2}{}^{1/4} \]
\[ \geq \frac{(t^4 - 2k_2^{2/2})^{1/4}}{(t^4 - 1/2t^4)^{1/4}} \]
\[ = \frac{t}{2^{1/4}}, \]
when \( t \geq 2 \lfloor k_1 \rfloor \). Then, writing \( \theta \) for the angle \( \sqrt{a} = r \exp(i\theta) \),
\[ \left| \frac{e^{-\nu_i \theta \pi}}{\sqrt{a}} \right| \leq \frac{e^{-\nu_i \pi} \cos(i\theta) \pi}{t^{2^{1/4}}} = \frac{e^{-\nu_i \cos(\theta)/2^{1/4}}}{t^{2^{1/4}}} \]
\[ \leq \frac{e^{-\nu_i \cos(\theta)/2^{1/4}}}{t^{2^{1/4}}}. \]

The angle goes to zero as \( t \to \infty \), so \( \cos(\theta) \to 1 \). Since \( t \geq 2 \lfloor k_1 \rfloor \) we write \( c_1 = \cos(\theta) \), where the angle of \( \sqrt{a} = 2k_2 \) is \( \phi \), and so we have for the integral
\[ \left| \int_{-\infty}^{\infty} e^{i \xi_1 t} e^{-\nu_i \pi} \sqrt{a} \right| \leq \int_{-\infty}^{\infty} e^{-\nu_i \cos(i\theta)/2^{1/4}} \frac{1}{t^{2^{1/4}}} \]
\[ = 2^{1/4} \int_{-\infty}^{\infty} e^{-\xi_1 T/2^{1/4}} \frac{e^{-s}}{s} ds = 2^{1/4} E_i(x_1 c_1 T/2^{1/4}). \tag{65} \]
The exponential integral function \( E_i \) can be computed in MATLAB with \texttt{expint.m}. Because of (61) we require that the remainder (65) is of the order \( 2\pi/2^{1/4} \times 10^{-8} \approx 7.47 \times 10^{-8} \). We can test with MATLAB that \( E_i(14) < 6 \times 10^{-8} \), so we get
\[ x_1 c_1 T/2^{1/4} = 14 \]
from which (62) follows. From (59) we easily get
\[ \left| \int_{-\infty}^{\infty} e^{-x_1 t} e^{-\xi_1 T/2^{1/4} + 2k_2} \sqrt{t^2 + k_1^2 + 2tk_2} \right| \leq \int_{-\infty}^{\infty} \frac{e^{-x_1 t}}{t} dt \]
\[ = E_i(x_2 T_2). \]
Thus the upper limit (63) follows, as before, from
\[ x_2 T_2 = 14. \]
Starting from (60) we have
\[ |\sqrt{b}| = ((k_2 - t)^4 - 2(2\sqrt{E} + 1)(k_2 - t)^2 + (2\sqrt{E} + 1)^2 + 4(\sqrt{E} + 1)^2(k_2 - t)^2)^{1/4} \geq ((k_2 - t)^4)^{1/4} = |t - k_2|. \]

Using the same argument as preceding (65), we write \( c_2 = \cos(\theta_2) \), where the angle of \( \sqrt{b} \) is \( \theta_2 \). Then for \( T_3 > k_2 \) we have
\[
\int_{T_3}^{\infty} e^{ix_3 t} \frac{e^{-\sqrt{b} s}}{\sqrt{b}} ds \leq \int_{T_3}^{\infty} e^{ix_3 t - x_3 (t - k_2)} \frac{e^{-s}}{t - k_2} ds
= e^{ix_3 k_2} \int_{(t_3 - x_3)(T_3 - k_2)}^{\infty} \frac{e^{-s}}{s} ds
\leq E_1((c_2 x_1 - x_2)(T_3 - k_2)),
\]
and (64) follows from
\[ (c_2 x_1 - x_2)(T_3 - k_2) = 14. \]

3.2. Use of single-layer potential for small \( z \)

For small values of \( z \) there is a problem of slow convergence. We will evade this problem by the use of the single-layer potential for a function that satisfies the Helmholtz equation. Write
\[ E = k^2, \quad G_\zeta(z) = \exp(i\zeta \cdot z) g_\zeta(z), \quad G(z) = iH_0^1(k|z|)/4, \]
where \( H_0^1 \) is Hankel’s function of the first type. We have
\[ (-\Delta - k^2) G_\zeta(z) = \delta_z \]
\[ (-\Delta - k^2) G(z) = \delta_z, \]
so
\[ (-\Delta - k^2) (G_\zeta - G) = 0. \]

Write \( H_\zeta = G_\zeta - G \). For any radius \( R \) there exists a single-layer potential \( p(z) \), which gives the value of \( H_\zeta \) by the integral
\[ H_\zeta(z) = \int_{\partial D(0, R)} \frac{i}{4} H_0^1(k|z - y|) p(y) \, d\mu(y) = S(p(z))(z). \] (66)

Assume we know \( H_\zeta(z) \) on the circle \( \partial D(0, R) \), where \( R \) is large enough so that we do not have the problems of slow convergence. The potential can be recovered by the inverse of the integral operator, \( p = S^{-1}(H_\zeta(z)) \). Then \( H_\zeta(z) \) can be calculated using (66) for any \( |z| < R \). Finally we have
\[ g_\zeta(z) = e^{-i\zeta \cdot z} (H_\zeta(z) + G(z)). \] (67)

The numerical implementation of this submethod is straightforward with the additional trick that the potential \( p(z) \) is computed on a circle of radius \( R + \epsilon > R \) so that we avoid singularities in the operator \( S \).
3.3. Computational domains and the computation of \( g_\zeta(z) \)

For the reduced \( \zeta \) we now have the equations

\[
\begin{align*}
  g^T_\zeta(z) &= \frac{1}{2\pi} e^{-i\alpha k_l} \text{Re} \left( \int_0^T e^{i\alpha t} \frac{e^{-x_i t} e^{i\alpha x_1 - k_1 t}}{\sqrt{t^2 + 2tk_1 - k_1^2}} dt \right), \\
  g^T_\zeta(z) &= \frac{1}{2\pi} e^{-i\alpha k_l} \text{Re} \left( \int_0^T e^{i\alpha t} \frac{e^{-x_i t} e^{i\alpha x_1 + k_1 t}}{\sqrt{t^2 + 2tk_1 + k_1^2}} dt \right), \quad x_2 \geq 0, \\
  g^T_\zeta(z) &= \frac{1}{2\pi} e^{-i\alpha k_l} \text{Re} \left( \int_0^T e^{i\alpha t} \frac{e^{-x_i t} e^{i\alpha x_1 - k_1 t}}{\sqrt{t^2 + 2tk_1 - k_1^2}} dt \right) \\
  &\quad - i e^{i(\sqrt{E} + 1)x_2} \int_0^T e^{i\alpha t} \frac{e^{-x_i t} e^{i\alpha x_1 - k_1 t}}{\sqrt{E}} dt, \quad x_2 < 0,
\end{align*}
\]

where \( b = (\sqrt{E} + 1 + (k_2 - r)i)^2 - E \). See figure 1. In general the point \( z \) lies in one of the computational domains:

- In domain 1a, we use the single-layer potential and the equation (67).
- In domain 1b, we scale the point \( z \) to the annulus \( D_1 \setminus D_3 \) using (47),

\[
g_c(z) = g_c(1/5 \cdot 5x) = g_{c/5}(5x)
\]

(note that the energy \( E \) changes via this scaling transformation).
- In domain 1c we do the same as above with the scaling factor 2.
- In domain 2 we use (68), since \( |x_2| \) is small and \( x_1 \) is large. The upper limit \( T_1 \) is computed from (62).
- In domain 3 we use (69), since \( x_1 \) is small and \( x_2 > 0 \) is large. The upper limit \( T_2 \) is computed from (63).
- In domain 7 we use (70), since \( x_1 \) is small, \( x_2 < 0 \) and \( |x_2| \) is large. The upper limit \( T_3 \) is computed from (64).
- In domains 4, 5, 6 we use (53) to switch them to domains 3, 2, 7 respectively. A sample of the function \( g_\zeta(z) \) is pictured in 2, in 400 \( \times \) 400 -grid of points \( z, \lambda = 1 + i, E = 1 \).

4. Numerical implementation of the D-bar method

4.1. Simulation of measurement data

We use truncated Fourier basis to approximate operators on the boundary \( \partial \Omega \) of the unit disk \( \Omega = D(0, 1) \) by finite matrices. Choose an integer \( N > 0 \) and define the following basis functions:

\[
\phi^{(n)}(\theta) = \frac{1}{\sqrt{2\pi}} e^{in\theta}, \quad n = -N, \ldots, N.
\]

The data of the inverse problem is the DN-map (6). Solve the problem

\[
(-\Delta + q)u^{(n)} = 0 \text{ in } \Omega, \quad u^{(n)} = \phi^{(n)} \text{ on } \partial \Omega
\]
for $u^{(n)}$ using finite element method. Define the matrix $L_q = [\tilde{u}(\ell, n)]$ by

$$
\tilde{u}(\ell, n) = \int_{\partial\Omega} \frac{\partial u^{(n)}}{\partial V} \phi^{(\ell)} ds.
$$

(73)

**Figure 1.** Computational domains. Domain 1a is the disk $D_1$, domain 1b is the annulus $D_2 \setminus D_1$, domain 1c is the annulus $D_3 \setminus D_2$. Domains 2, 3, 4, 5, 6 and 7 form the annulus $D_4 \setminus D_3$.

**Figure 2.** The real and imaginary parts of $g_\lambda(z)$ in $400 \times 400$ grid of points $z$, $\lambda = 1 + i$, $E = 1$. 
Here $\ell$ is the row index and $n$ is the column index. The integration can be computed when the set $[0, 2\pi)$ is divided into discrete points. The matrix $L_q$ represents the operator $\Lambda_q$ approximately.

We add simulated measurement noise by defining

$$L'_q = L_q + c \cdot G,$$

where $G$ is a $(2N + 1) \times (2N + 1)$ matrix with random entries independently distributed according to the Gaussian normal density $\mathcal{N}(0, 1)$. The constant $c > 0$ can be adjusted for different relative errors $\|L'_q - L_q\|/\|L_q\|$, where $\|\cdot\|$ is the standard matrix norm.

The DN-map $\Delta_{-E}$ is represented by the matrix $L_{-E}$ in a similar way, in the boundary value problem (72) we then have $q = -E$.

4.2. Solving the boundary integral equation

For any $\lambda$ with $|\lambda| = 1$ we can compute the matrix representation $S_\lambda = [\hat{s}(\ell, n)]$ of the operator $S_\lambda$ (37) defined by

$$\hat{s}(\ell, n) = \int_{\partial \Omega} s^{(n)}(\overline{\phi^{(\ell)}}) ds, \quad s^{(n)} = \int_{\partial \Omega} G_\lambda(z - y)\phi^{(n)}(y) ds(y).$$

Here $\ell$ is the row index and $n$ is the column index, and the set $[0, 2\pi)$ is divided into discrete points. The functions

$$\psi(z, \lambda)|_{\partial \Omega}, \quad \exp(i\sqrt{E}/2(\lambda z + z/\lambda))|_{\partial \Omega},$$

can be expressed as vectors $\psi^{\text{rec}}_\lambda$, $\mathbf{e}^{\text{rec}}$ respectively using the basis functions $\phi^{(n)}$. Then, the boundary integral equation (39) is approximated by the equation

$$(I + S_\lambda(L_q - L_{-E}))\psi^{\text{rec}}_\lambda = e^{\text{rec}}_\lambda,$$

where $I$ is the correct sized unit matrix. These are easily solved for the vectors $\psi^{\text{rec}}_\lambda$, by inverting the matrix $I + S_\lambda(L_q - L_{-E})$.

4.3. Truncation of the scattering transform

The computation of the CGO solutions for $|\lambda|\geq 1$ is computationally unstable. For this reason we will calculate the values of the scattering transform only when $1/R < |\lambda| < R$, for some $R > 1$ fixed. The following lemma rigorously justifies the use of such a truncation and gives an explicit estimate, assuming some smoothness of the potential.

As a corollary we obtain that the low frequency part of the potential is asymptotically close to its non-linear low frequency part. More precisely, the potential reconstructed from the truncated scattering transform on the annulus $R \{ \lambda \in \mathbb{C} \mid 1/R \leq \lambda \leq R \}$ and the one obtained from the truncated Fourier transform on a ball of radius $\sqrt{E}R$, coincide up to $O((\sqrt{E}R)^{-m-2})$ where $m$ is related to the regularity of the potential. See corollary 4.2 for clarity.

Lemma 4.1. Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain with $C^2$ boundary and let $q_0 \in W^{m,1}(\Omega)$, real-valued, with $\text{supp}(q_0) \subset \Omega$ and $m \geq 3$. Assume that $\|q_0\|_{m,1} \leq N$ and that $E > E_0(\Omega, \Omega)$ is sufficiently large, so that there are no exceptional points. Fix $R \geq R_0(N, m) > 2$ and define $t_\lambda(\lambda) = t(\lambda)\chi_R(\lambda)$, where $t(\lambda)$ is defined in (21) and $\chi_R$ is the characteristic function of the annulus $A_R = \{ \lambda \in \mathbb{C} \mid 1/R \leq \lambda \leq R \}$. Let $\rho$ be the function defined in (26a). Let $q_{\text{ obt}}$ be the potential obtained solving the NLHR problem (27), (28) with scattering data given by $t_\lambda$ and $\rho$. Then there is a constant $C = C(\Omega, N, m) > 0$ such that...
Proof. First we must verify that the potential \( q_R \) is well defined, that is that we can solve the NLRH problem with scattering data \( t_R \) and \( \rho \). This is a consequence of results of [32]. The NLRH problem can be solved with the formulas and equations of [32, theorem 6.1]. Since \( |t_R(\lambda)| \leq |t(\lambda)| \) for every \( \lambda \in \mathbb{C} \), the truncated scattering transform satisfies the estimates required in [32, theorems 6.1 and 6.2] (which are already satisfied by \( t \), thanks to our assumptions) in order to solve the NLRH problem via integral equations by iteration. Estimate (77) will be a consequence of technical results in [35], originally obtained to prove stability estimates for this problem. Since the NLRH problem can be solved for \( q_0 \) and \( q_R \), we can repeat the arguments of [35, section 4] in order to obtain the equality [35, identity (4.12)]

\[
q_0(z) - q_R(z) = 2i\sqrt{E}(A - A_R + B - B_R + C - C_R),
\]

where \( A, A_R, B, B_R, C, C_R \) are constructed as \( A, B, C \) in [35, section 4] with \( \text{sgn}(|\lambda|^2 - 1) \frac{t(\lambda)}{4\pi \lambda} \) and \( \text{sgn}(|\lambda|^2 - 1) \frac{t_R(\lambda)}{4\pi \lambda} \) instead of \( r(\lambda) \). In [35, section 5] the right hand side of (78) is estimated in terms of scattering data. First, the estimate after [35, estimate (5.6)] in the present notation reads

\[
|A - A_R| \leq c(\Omega, N, m) \left( \sqrt{E} \left\| \left( \frac{1}{\lambda} + \tilde{\lambda} \right) \frac{t(\lambda)}{\lambda} \right\|_{L^q(\mathbb{C} \setminus A_\rho)} + \left\| \frac{t(\lambda)}{\lambda} \right\|_{L^q(\mathbb{C} \setminus A_\rho)} \right),
\]

for some \( p \in ]1, 2[ \), where \( A_R \) is the annulus defined in the statement. For \( B - B_R \) we use the estimate after [35, estimate (5.8)]. Since \( q_0 \) and \( q_R \) correspond to scattering data \( (t, \rho) \) and \( (t_R, \rho) \), the first term in this estimate vanishes; but also the third one—corresponding to \( \delta t_R' \), defined in the statement of [35, proposition 4.2]—vanishes if we fix \( a \leq 2 \), since we chose \( R > 2 \) (so \( t \equiv t_R \) in the annulus \( A_2 \)). Thus we obtain the estimate

\[
|B - B_R| \leq c(\Omega, N, m) \left( \left\| \left( \frac{1}{\lambda} + \tilde{\lambda} \right) \frac{t(\lambda)}{\lambda} \right\|_{L^s'(\mathbb{C} \setminus A_\rho)} \right),
\]

for some \( 1 < s < 2 < s' < +\infty \), where \( \| \cdot \|_{L^s'} = \| \cdot \|_{L^s} + \| \cdot \|_{L^s} \). The same argument applies to \( C - C_R \) and we get

\[
|C - C_R| \leq c(\Omega, N, m) \left( \left\| \left( \frac{1}{\lambda} + \tilde{\lambda} \right) \frac{t(\lambda)}{\lambda} \right\|_{L^{s'}(\mathbb{C} \setminus A_\rho)} \right),
\]

(81)

Finally, we use [35, lemma 3.1], which gives \( L^p \) estimates of \( \text{sgn}(|\lambda|^2 - 1) \frac{t(\lambda)}{4\pi \lambda} \) (this corresponds to \( r(\lambda) \) in that lemma) near 0 and \( \infty \). We have

\[
\left\| \text{sgn}(|\lambda|^2 - 1) \frac{t(\lambda)}{4\pi \lambda} \right\|_{L^p(\mathbb{C} \setminus A_\rho)} \leq c(m, N) E^{-m/2} \rho^{-m+2}, \quad \text{for } j = -1, 0, 1,
\]

(82)

for \( R \geq R_0(N, m) \) and \( p \geq 1 \). This combined with (78)–(81) yields the main estimate (77). \( \square \)
Corollary 4.2. Let \( q_0, \Omega, m, R, E \) and \( q_R \) be as in lemma 4.1. Let \( \chi_R' \) be the characteristic function of the ball of radius \( \sqrt{E} R \) centred in the origin and define \( \bar{q}_R = \mathcal{F}^{-1}[\chi_R' \mathcal{F} q_0] \), where \( \mathcal{F} \) is the 2D Fourier transform. Then there is a constant \( C = C(\Omega, N, m) > 0 \) such that

\[
\|q_R - \bar{q}_R\|_{L^\infty(\Omega)} \leq CE^{-(m-2)/2}R^{-(m-2)}.
\]  

Proof. Since \( q_0 \in W^{m,1}(\Omega) \) we have \( |\mathcal{F}q_0(w)| \leq c(\Omega, N, m) |w|^{-m} \) for \( |w| \geq 1 \). Then

\[
|q_0(z) - \bar{q}_R(z)| = |\mathcal{F}^{-1}[(1 - \chi_R') \mathcal{F} q_0]|
\]

\[
\leq c(\Omega, N, m) \int_{|w| \geq \sqrt{ER}} \frac{dRdwImw}{|w|^m} \leq c(\Omega, N, m) (\sqrt{ER})^{m-2},
\]

for every \( z \in \Omega \). This combined with lemma 4.1 gives the corollary.

Now, choose an integer \( N_0 > 0 \) and radii \( 1 < R_1 < R_2 \). For spectral parameters \( R_1 < |\lambda| < R_2 \) define a \( N_1 \times N_1 \) grid. For these values we precompute the matrices \( S_{ll} \) in order to solve the boundary integral equation. The radius \( R_1 > 1 \) is taking out values of \( \lambda \) close to the unit circle, since we have problems in computing the Faddeev Green’s function for these values. The use of \( R_2 \) was justified in the above Lemma and is analogous to the truncation radius of the zero-energy case acting as a regulation parameter. Depending on the case the value of \( R_2 \), outside of which the computational problems arise, changes. The computational problems can be seen from the computed scattering transform.

We denote by \( \mathcal{F}^{-1} \) the transformation from the Fourier series domain to the function domain and simply use (41) to get \( t(\lambda) \):

\[
t(\lambda) = \int_{0}^{2\pi} e^{-i(\xi + \tau/\lambda)} \mathcal{F}^{-1}((L_q - L_{-E})\psi_\lambda)ds.
\]

Recall the symmetry (22) for any non-exceptional \( \lambda \). Using this we can construct the scattering transform inside the unit circle. Depending on the scattering transform, choose the radius \( R_2 \) inside of which the numerical computation is usable. Then use the truncated scattering transform

\[
t_R(\lambda) = \begin{cases} 
0, & |\lambda| \leq 1/R_2 \\
 t(1/\lambda), & 1/R_2 \leq |\lambda| \leq 1/R_1 \\
 t(\lambda), & R_1 \leq |\lambda| \leq R_2 \\
0, & |\lambda| \geq R_2.
\end{cases}
\]  

Remark 4.3. Although the above-defined truncated scattering transform differs from the one in lemma 4.1, a regularization estimate similar to (77) (but less sharp) can be proved using the same ideas. Under the hypothesis of lemma 4.1, by [33, estimate (2.18c)] we have

\[
|t(\lambda)| \leq C(N)(1 + E(|\lambda| + |\lambda|^{-1})^2)^{-m/2}, \quad \lambda \in \mathbb{C},
\]
which gives
\[ \|\lambda \| \frac{f(\lambda)}{\lambda} \|_{L^p(1/R \leq |\lambda| \leq R)} \leq O(E^{-m/2}(R_1 - 1)), \quad \text{for } j = -1, 0, 1, \]
where \( p \geq 1 \). This, combined with the proof of lemma 4.1, yields a reconstruction error of the order \( E^{-m/2} \max (O(R_1 - 1), O(R_2^{-(m-2)})) \).

4.4. Solving the D-bar equation

We can solve the periodic version of the integral equation (36), without the term \( \mathcal{M} \), using \( t_R \) and the analog of the solver fully detailed in [21].

We will deal with the following integral equation
\[ \mu_R = 1 - (CT_R) \mu_R, \quad (85) \]
where \( T_R \) is the operator of (34) with \( t_R(\lambda) \) instead of \( t(\lambda) \). Equation (85) is solved by periodization and using a matrix-free implementation of GMRES. See [24, section 15.4] for details.

4.5. Reconstructing the potential

Let \( z_r \) be the reconstruction point of our choosing. Let \( dz \) be the finite difference and define the points \( z_1 = z_r + dz, z_2 = z_r - dz, z_3 = z_r + i \cdot dz, z_4 = z_r - i \cdot dz \). Using the earlier described methods we can solve the corresponding CGO solutions \( \mu_R(i) = \mu_R(z_r, \lambda), i = 1, 2, 3, 4 \). We combine the equations (31) and (32), omit the term \( O(1/\lambda) \), use a finite \( \lambda \) and finite difference method for the differentiation to get the approximate reconstruction equation
\[ q_0(z_r) \approx \lambda \sqrt{E} \left( \frac{\mu_0^4 - \mu_R^2}{2dz} + \frac{\mu_R^4 - \mu_R^4}{2dz} \right), \quad (86) \]
Note that the result is computed in a grid of parameters \( \lambda \) (since (85) is). We compute an average of \( q_0(z_r) \) over values corresponding to \( |\lambda| = R_2 \).

5. Numerical results

In section 5.1 we test the algorithm for \( g_\lambda(z) \) by computing the CGO solutions \( \mu(z, \lambda) \) with \( |\lambda| > 1 \) for some potentials. This is done by solving the Lippmann–Schwinger type equation (12) using the numerical solution method described in [24, section 14.3]. Evaluating numerically the D-bar equation (27) allows us to assess the accuracy of the CGO solutions.

We compute in section 5.2 the scattering transform for various radially symmetric potentials and observe the emergence of exceptional points. This is analogous to the zero-energy study [25].

In section 5.3 we test the full D-bar algorithm for reconstructing several test potentials from their approximate DN maps.

In section 5.4 we test our algorithm against the Novikov–Santacesaria algorithm of [34] with different energies.
5.1. Validation of the numerical Faddeev Green’s function

5.1.1. Definition of potentials. We use exactly the same potentials as in the numerical part of [25]. Take radii $0 < r_1 < r_2 < 1$ and a polynomial $\tilde{p}(t) = 1 - 10t^3 + 15t^4 - 6t^5$. Set for $r_1 \leq t \leq r_2$

$$p(t) = \tilde{p}(\frac{t - r_1}{r_2 - r_1}).$$

Then, the approximate test function

$$\varphi(|z|) = \begin{cases} 1 & \text{for } 0 \leq |z| \leq r_1 \\ p(|z|) & \text{for } r_1 < |z| < r_2 \\ 0 & \text{for } r_2 \leq |z| \leq 1, \end{cases} \quad (87)$$

is in $C^2$. The values $r_1 = 0.8$ and $r_2 = 0.9$ were used. Consider the radially symmetric potentials

$$q^{(1)}_o = \alpha \varphi, \quad (88)$$

$$q^{(2)}_o = \frac{\Delta \sqrt{\sigma}}{\sqrt{\sigma}} + \alpha \varphi, \quad (89)$$

where $\alpha \in \mathbb{R}$ and $\sigma \in C^2(\Omega)$ with $\sigma \geq c > 0$. The notion of ‘conductivity type potentials’ is relevant also at positive energies as the problem of AT will include such a term in corresponding potential of the Gel’fand–Calderón problem. The mesh plot and the profile plot of the conductivity $\sigma$ are pictured in figure 3. The conductivity-type potential $q^{(2)}_o$ and the approximate test function $\varphi$ are pictured in figures 4 and 5 respectively.

5.1.2. Verification of the computed CGO solutions. In this section we fix $E = 1$. To verify that the CGO solutions (and subsequently the Faddeev Green’s function) are correct, we test the $\bar{\partial}$-equation (27) using the five-point stencil method with the finite difference $d\lambda = 0.0001$. 

Figure 3. Mesh plot and profile plot of the rotationally symmetric conductivity $\sigma(z) = \sigma(|z|)$. 

... (continued)
Take parameters $\lambda$ from 1.01 to 4.5. Take the potentials $q_0^{(2)}$ and $q_3^{(2)}$ to test two very differently sized potentials. For each $\lambda = \lambda_1 + \lambda_2 i$, compute

1. The CGO solution $\mu_0$ in the $z$-grid, corresponding to the parameter $\lambda$.  
2. The CGO solutions $\mu_1, \mu_2, \mu_3, \mu_4, \mu_5, \mu_6, \mu_7$ and $\mu_8$ using $\lambda + d\lambda, \lambda + 2d\lambda, \lambda - d\lambda, \lambda - 2d\lambda, \lambda + d\lambda i, \lambda + 2d\lambda i, \lambda - d\lambda i$ and $\lambda - 2d\lambda i$ respectively.  
3. The functions $e_i(z)$ and $e_{-i}(z)$.  
4. The scattering transform $t(\lambda)$ of (21) with $\mu = \mu_0, q_0 = q_0^{(2)}$ and $q_0 = q_3^{(2)}$.  

Figure 4. Mesh plot and profile plot of the conductivity-type potential $q_0^{(2)}(z) = q_0^{(2)}(|z|)$.  

Figure 5. Mesh plot and profile plot of the test function $\varphi(z) = \varphi(|z|)$.  
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The derivatives and the $\partial -$operation by

\[
\partial_{\lambda_i} \mu = \frac{-\mu_2 + 8\mu_1 - 8\mu_4 + \mu_4}{12d\lambda},
\]

\[
\partial_{\lambda_z} \mu = \frac{-\mu_6 + 8\mu_5 - 8\mu_7 + \mu_8}{12d\lambda},
\]

\[
\bar{\partial} \mu = \frac{1}{2} (\partial_{\lambda_i} + i\partial_{\lambda_z}) \mu.
\]

(4) The derivatives and the $\bar{\partial}$ -operation by

\[
\bar{\partial} \mu - \frac{1}{4\pi \lambda} t(\lambda)e_{\lambda}(z)\mu_0
\]

Figure 6. Errors in the $\bar{\partial}$ -equation for two different potentials and different accuracies of the LS-solver; horizontal axis is the spectral parameter $\lambda$, vertical axis is the norm $\|\|_{L^2}$ On the left we used $q^{(1)}_9$ and on the right $q^{(2)}_9$. In red using circles is $M = 7$, in black using crosses $M = 8$ and in blue using squares is $M = 9$. Two smallest values for $\lambda$ were omitted, for $\lambda = 1.01$ the magnitude of the error was between 3 and 13, for the second smallest it was between 0.003 and 0.02.

(6) The error

\[
\|\bar{\partial} \mu - \frac{1}{4\pi \lambda} t(\lambda)e_{\lambda}(z)\mu_0\|_{L^2(D(0,1))}.
\]

The above computations of CGO solutions are done with the solution algorithm described in [24, section 14.3]; it is called LS-solver below. The $z$-grid has $2^M \times 2^M$ points. In figure 6 we see the error (90) as a function of $\lambda$ using $q^{(1)}_9$ on the left, $q^{(2)}_9$ on the right. The parameter $M$ is increased from 7 to 9. As expected, the error decreases as $M$ increases as it increases the accuracy of the LS-solver. The smallest values of $\lambda$ were omitted in the pictures, for $\lambda = 1.01$ the magnitude of the error was between 3 and 13, for the second smallest $\lambda$ it was between 0.003 and 0.02. For values of $\lambda$ near $|\lambda| = 1$ the numerical method of $g_\lambda(z)$ has great error due to very small value of $k_z$.

In the reconstruction of the potential we use values as large as $|\lambda| \approx 15$. Not pictured here, this test was done also for larger values of $\lambda$, the error seems to be of similar magnitude for any $1.01 < |\lambda| < 15$. In conclusion, the method for computing $g_\lambda(z)$ is valid and accurate enough for our purposes.
5.2. Numerical investigation of exceptional points

In this section we fix $E = 1$. For a given potential there may be values of parameter $\lambda$ for which there exists no unique CGO solution. Such $\lambda$ values are called exceptional points. We follow here the zero-energy study [25] and compute numerically CGO solutions at positive energy. Exceptional points will show up as singularities in computation.

Recall the rotationally symmetric potentials $q^{(1)}_a$ and $q^{(2)}_a$ from (88) and (89). See figures 3–5. We use 250 discrete points of $\lambda$ and 701 discrete points of $\alpha$.

We use $M = 8$ for the LS-solver (see [24, section 14.3]) leading to $2^M \times 2^M$ sized $z$-grid. In figure 7 we plot the radially symmetric and real-valued scattering transform $t(\lambda) = t(|\lambda|)$ for the potential $q^{(1)}_a = \alpha \varphi$ on the left, for the potential $q^{(2)}_a = \Delta \sqrt{\sigma} / \sqrt{\sigma} + \alpha \varphi$ on the right. The $x$-axis is $\alpha = -35\ldots35$, $y$-axis is $\lambda = 1.01\ldots4.5$. Compare to figures 3 and 9 in [25].

5.3. Reconstructions of $q_0$

In this section we fix $E = 10^{-3}$. We reconstruct two non-symmetric potentials. The first is pictured in figure 9. The second is of conductivity type, the conductivity $\sigma$ is pictured in figure 3 and the corresponding potential $q_0 = \sigma^{-1/2} \Delta \sigma^{1/2}$ in figure 11.

5.3.1. Choice of parameters. For the DN- and Sl matrices we use $N = 16$, see (73) and (75). We add gaussian noise to each element with (74) so that the relative matrix norm between the
original DN-matrix and the noisy DN-matrix is 0.005%. In the mesh for the FEM we have 1048576 triangles.

Depending on the case, we cut off non-usable parts of the scattering transform. As an example, in figure 12 we have the real and imaginary parts of the scattering transform of case 1 potential computed using the non-noisy DN-matrix $L_{q}\phi$ and the noisy DN-matrix $L_{q}'\phi$. In the white areas the computation breaks down due to noise and/or large values of $\lambda$. The black line indicates the truncation radius $R_2$ used in $t_R$.

Figure 8. On the right: the profile of $t(\lambda)$ as a function of $\lambda$ using the potential $q_1(\lambda) = \alpha\varphi$ with three different values of $\alpha$. On the left: the plane $t(\lambda)$ for all parameters $\alpha$ with an indication of the location of the profile on the right. Compare to figure 4 in [25].
We choose $R_1 = 1.37$ to take care of problems with $|\lambda|$ close to 1. We have $N_k = 256$ as the grid parameter of section 4.3. We solve the periodized integral equation (85) in a $2^{M_2} \times 2^{M_2}$-sized $\lambda$-grid with $M_2 = 7$.

5.3.2. Effect of truncation. Using the case 1 potential we test different circular truncation radii $R_2$ for the scattering transform $t_R$. The result is in figure 13, where we see how the reconstruction improves by using a larger truncation radius.

5.3.3. Reconstructions. Based on figure 12 and similarly for the other cases, we choose for $R_1 = 410$ and $R_2 = 320$ for case 1 non-noisy and noisy reconstructions from the DN-matrix. For case 2 we choose $R_1 = 435$ and $R_2 = 320$ respectively. In figures 14 and 15 we picture the original potentials on the left, the reconstruction using (86) without noise in the middle and the reconstruction using (86) with added noise on the right. Relative errors
Figure 11. Mesh plot and 2D plot of the case 2 potential $q_0(z) = \sigma(z)^{-1/2}\Delta\sigma(z)^{1/2}$.

Figure 12. The scattering transform $t(\lambda)$ of case 1, the non-symmetric potential of figure 9. Real part on the left, imaginary part on the right, in a $\lambda$-grid $[-600, 600] \times [-600, 600]i$. On the top row: the non-noisy DN-matrix $L_q$ was used. On the bottom row: the noisy DN-matrix $L_q^\delta$ was used. In the white areas the computation breaks down. The black line indicates the largest usable circle for the truncation $t_\kappa(\lambda)$. Energy level $E = 0.001$. 
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Figure 13. Case 1 reconstructions using three different truncation radii, non-noisy reconstructions on the left and noisy reconstructions on the right. Attached are the relative $L^2$ errors compared to the original potential. See figure 14 for the original potential. Energy level $E = 0.001$.

Figure 14. On the left: the original case 1 potential, see figure 9. In the middle: reconstruction using the non-noisy DN-matrix $L_q$. On the right: reconstruction using the noisy DN-matrix $L_q^\epsilon$. Relative errors $\|q_0 - \hat{q}_0\|_{L^2(\Omega)}/\|q_0\|_{L^2(\Omega)}$ are given. Energy level $E = 0.001$. The colormap is different from the one used in figure 13.
5.4. Comparison of algorithms

We used another test potential for the comparison of our algorithm against the Novikov–Santacesaria algorithm [34]. The result is pictured in 16: on top we have the original potential having values between 0 and 1, below we have the reconstructions of both algorithms using non-noisy DN-maps for energies \( E = 0.1, 1, 5, 10 \) and \( E = 30 \). Our method is on the left, the other method on the right. Relative errors and truncation radii for our method are given. For smaller energies than \( E = 0.1 \), we get approximately the same reconstruction. In figure 17 we use energies \( 10^{-5}, 10^{-3} \) and 0.1. The small differences can be attributed to differences in the truncation that we choose based on the plotted scattering transform as in figure 12.

6. Conclusions

We developed a new numerical method for reconstructing the potential from boundary measurements in the Gel’fand–Calderón problem. The method seems to work as evidenced by the reconstructions, even if the theory is still missing details: the operator \( \mathcal{M} \) is not used in the reconstructions. See the reconstructions of cases 1 and 2, pictured in figures 14 and 15. Also see the comparison reconstructions of figures 16 and 17. The reconstructions of the potential in the comparisons has significantly lower numerical relative error, which we attribute to the lower contrast of the potential. We conclude that our method works better for lower contrast potentials, even if the reconstructions of cases 1 and 2 are visually satisfactory and do reveal important features of the original potential.

The numerical method for \( g_\lambda \) is not accurate near \( |\lambda| = 1 \) which resulted in high errors in the verification test of figure 6 using the \( \tilde{\partial} \) -equation. For other values of \( \lambda \) this numerical method is accurate enough for good quality reconstructions.

Regarding the radial potentials, the numerical evidence show no exceptional points for small \( \alpha \) nor for large \( \lambda \) which is to be expected according to the theory for small potentials. Also according to our tests there are no exceptional points for positive \( \alpha \). For negative \( \alpha \), there are either one or two exceptional circles in the range of parameters investigated. The two
Figure 16. Numerical comparison of the two algorithms. Top row: the original potential $q_0$. The next rows show the reconstruction using increasing energy $E$, our method on the left, the method of Novikov–Santacesaria on the right. The truncation radii $R_2$ for our method and relative $L^2$ errors are also shown.
types of potentials $q_1^{(1)}$ and $q_2^{(2)}$ have little difference in their exceptional points, mainly in the second exceptional circle forming at $\alpha = -20$ as $\alpha$ is decreased from zero.

The comparison result of figure 16 shows that currently our method works better with smaller energies and becomes ineffective at larger energies as is expected from the stability results. Increasing the energy scales the usable area of the truncation down, as indicated by the truncation radii used in the comparison. Using energies $10^{-5} \leq E \leq 0.1$ result to virtually the same reconstruction, and as of now this is the optimal range for our method—further fine-tuning is left for future works.
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